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What is a “probability”?

• Informal: 
• A number between zero and one that denotes how 

likely some event is to occur 
• close to zero: not very likely 
• close to one: pretty likely 

• More formally 
• First, some definitions…



Sample space

• The collection of all possible basic outcomes of an 
experiment 

• Coin flip: 
• {H,T} 

• Roll of six-sided die 
• {1,2,3,4,5,6} 

• Count of how many Facebook friends a person has 
• {0,1,2,3,…}



Events

• An event is a subset of the sample space 
• We will focus on “elementary events” 

• exactly one possible outcome 
• Examples 

• coin flip == H 
• die roll == 4 
• # of FB friends == 324



The algebra of sets

• An event is just a set of things 
• The “algebra of sets” tells us what we can do with sets 

• The “null set” is empty: {} 
• The “union” of two sets (⋃) includes any element that appears in 

either 
• {A,B,C}⋃{B,C,D}={A,B,C,D} 
• like a logical “or” 

• The “intersection” of two sets (⋂) includes only elements that 
appear in both sets 
• {A,B,C}⋂{B,C,D}={B,C} 
• like a logical “and”



Working with sets in R

setA <- c(1,2,3)
setB <- c(2,3,4,5)

union(setA,setB)
## [1] 1 2 3 4 5

intersect(setA,setB)
## [1] 2 3



What is a probability?

• A probability of an outcome Xi — 
denoted P(Xi) — must have particular 
characteristics (known as axioms) 

• Probability cannot be negative 
• P(Xi) ≥ 0 

• The total probability of all outcomes in 
the sample space is 1 
• P(X0) + P(X1) + … P(XN) = 1 
• this means that P(Xi) ≤ 1

Andrei 
Kolmogrov



How do we obtain the probability of an event?

• Personal opinion 
• Sometimes this is the only way!





How do we obtain the probability of an event?

• Empirical probability (aka relative frequency) 
• What is the probability of rain in San Francisco? 

• Obtain National Weather Service data from 
downtown SF weather station for each day in 2017 
(from https://www.ncdc.noaa.gov/) 

nRainyDays nDaysMeasured

73 365

P (rain in SF) =
number of rainy days

number of days measured
=

73

365
= 0.2
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Counties with highest kidney cancer rates

- What do you notice? 
- What do you think might be causing this?



Counties with highest kidney cancer rates

Counties with lowest kidney cancer rates

from Andrew Gelman



http://dataremixed.com/2015/01/avoiding-data-pitfalls-part-2/



A real life example: Dec 12, 2017

Doug Jones Roy Moore





The law of large numbers

• The average empirical probability converges on the true 
expected value as the sample size increases

trials of 10 coin flips 
estimated mean over repeated trials



The “law of small numbers”

Psychological Bulletin
1971, Vol. 76, No. 2, 105-110

BELIEF IN THE LAW OF SMALL NUMBERS

AMOS TVERSKY AND DANIEL KAHNEMAN1

Hebrew University of Jerusalem

People have erroneous intuitions about the laws of chance. In particular, they
regard a sample randomly drawn from a population as highly representative,
that is, similar to the population in all essential characteristics. The prevalence
of the belief and its unfortunate consequences for psychological research are
illustrated by the responses of professional psychologists to a questionnaire con-
cerning research decisions.

"Suppose you have run an experiment on 20 Apparently, most psychologists have an ex-
subjects, and have obtained a significant re-
sult which confirms your theory (z = 2.23, p
< .05, two-tailed). You now have cause to
run an additional group of 10 subjects. What
do you think the probability is that the re-
sults will be significant, by a one-tailed test,
separately for this group?"

If you feel that the probability is some-
where around .35, you may be pleased to
know that you belong to a majority group.
Indeed, that was the median answer of two
small groups who were kind enough to re-
spond to a questionnaire distributed at meet-
ings of the Mathematical Psychology Group
and of the American Psychological Associa-
tion.

On the other hand, if you feel that the
probability is around .48, you belong to a
minority. Only 9 of our 84 respondents gave
answers between .40 and .60. However, .48
happens to be a much more reasonable esti-
mate than .85.2

1 The ordering of authors is random. We wish to
thank the many friends and colleagues who com-
mented on an earlier version, and in particular we
arc indebted to Maya Bar-Hillel, Jack Block, Jacob
Cohen, Louis L. Gultman, John W. Tukey, Ester
Samuel, and Gideon Shwarz.

Requests for reprints should be sent to Amos
Tvcrsky, Center for Advanced Study in the Behav-
ioral Sciences, 202 Junipero Scrra Boulevard, Stan-
ford, California 94305.

2 The required estimate can be interpreted in sev-
eral ways. One possible approach is to follow com-
mon research practice, where a value obtained in one
study is taken to define a plausible alternative to
the null hypothesis. The probability requested in the
question can then be interpreted as the power of the
second test (i.e., the probability of obtaining a sig-
nificant result in the second sample) against the
alternative hypothesis defined by the result of the
first sample. In the special case of a test of a mean

aggerated belief in the likelihood of success-
fully replicating an obtained finding. The
sources of such beliefs, and their consequences
for the conduct of scientific inquiry, are what
this paper is about. Our thesis is that people
have strong intuitions about random sam-
pling; that these intuitions are wrong in fun-
damental respects; that these intuitions are
shared by naive subjects and by trained sci-
entists; and that they are applied with un-
fortunate consequences in the course of sci-
entific inquiry.

We submit that people view a sample ran-
domly drawn from a population as highly
representative, that is, similar to the popula-
tion in all essential characteristics. Conse-
quently, they expect any two samples drawn
from a particular population to be more simi-
lar to one another and to the population than
sampling theory predicts, at least for small
samples.

The tendency to regard a sample as a rep-
resentation is manifest in a wide variety of
situations. When subjects are instructed to
generate a random sequence of hypothetical
tosses of a fair coin, for example, they pro-
duce sequences where the proportion of

with known variance, one would compute the power
of the test against the hypothesis that the population
mean equals the mean of the first sample. Since the
size of the second sample is half that of the first, the
computed probability of obtaining z^> 1.645 is only
.473. A theoretically more justifiable approach is to
interpret the requested probability within a Baycsian
framework and compute it relative to some appropri-
ately selected prior distribution. Assuming a uni-
form prior, the desired posterior probability is .478.
Clearly, if the prior distribution favors the null hy-
pothesis, as is often the case, the posterior proba-
bility will be even smaller.

105

People underestimate the variability in statistical estimates



How do we obtain the probability of an event?

• Classical probability 
• Arose initially from study of gambling

Chevalier de Méré 
1654 Blaise Pascal

I keep losing 
money at dice - 
can you help me  

Blaise?



de Méré’s dilemma

From Gonick, The Cartoon Guide to Statistics



Classical probability

• Assume that all elementary events in the sample space 
are equally likely

Sample space for a single six-sided die: {1,2,3,4,5,6} 

P(1) = P(2) … = 1/6 = 0.17

P (outcomei) =
1

number of possible outcomes
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Probability for complex events

• To compute the probability of a complex event, add 
together the probabilities of the elementary events

Example: roll two six-sided dice 

Sample space: {11,12,13,14,15,21,22,23…} 

P(11) = P(12) = P(13) = P(14) … = 1/36

P(11⋃12) = P(11) + P(12) = 2/36 



Graphical view

11 12 13 14 15 16

21 22 23 24 25 26

31 32 33 34 35 36

41 42 43 44 45 46

51 52 53 54 55 56

61 62 63 64 65 66

Die 2
Di

e 
1

P(11⋃12) = P(11) + P(12) = 2/36 









de Méré’s reasoning

Chance of six on a 
roll of one die

Chance of at least 
one six on four rolls

Chance of a double-
six on a roll of two 

die 
Chance of at least 

one double-six on 24 
rolls of two dice

1

6

4 ⇤ 1

6
=

4

6
=

2

3

24 ⇤ 1

36
=

24

36
=

2

3

1

36

If this was true, 
then why did he  

win money on the 
first bet and lose 

money on the 
second bet?



Rules of probability

• How do we work with probabilities? 
• Rule of subtraction: 

• P (Ā) = 1� P (A)

P (1 [ 2) =
1

6
+

1

6
=

1

3

P (1 [ 2) = 1� P (1 [ 2) =
2

3



Rules of probability

• Rule of addition 
• subtract the intersection to avoid double-counting

P (A [B) = P (A) + P (B)� P (A \B)



11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
41 42 43 44 45 46
51 52 53 54 55 56
61 62 63 64 65 66

Die 2

Di
e 

1

11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
41 42 43 44 45 46
51 52 53 54 55 56
61 62 63 64 65 66

Die 2

Di
e 

1

P(1X)=6/36 P(X1)=6/36

11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
41 42 43 44 45 46
51 52 53 54 55 56
61 62 63 64 65 66

Die 2

Di
e 

1

P(11)=1/36

P(1 on either roll)=P(1X) + P(X1) - P(11) = 11/36

P (A [B) = P (A) + P (B)� P (A \B)



Rules of probability

• Special rule of multiplication for independent events 
• We will define “independent” in the next lecture - just 

assume that dice rolls are independent for now

Example: two rolls of a single die 

P(11)=P(1) * P(1) = 1/36

P (A \B) = P (A) ⇤ P (B) i↵ A and B are independent
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11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
41 42 43 44 45 46
51 52 53 54 55 56
61 62 63 64 65 66

Die 2

Di
e 

1

11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
41 42 43 44 45 46
51 52 53 54 55 56
61 62 63 64 65 66

Die 2

Di
e 

1

P(1X)=6/36 P(X1)=6/36

11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
41 42 43 44 45 46
51 52 53 54 55 56
61 62 63 64 65 66

Die 2

Di
e 

1

P(11)=1/36

P(11)=P(1X) * P(X1) = 1/36

P (A \B) = P (A) ⇤ P (B)

(assuming outcomes on Die 1 and 2 are independent)



Question time (~5 mins)

• Please break into groups of 3 and come up with a 
question about a point so far in the lecture that is unclear 

• Be ready to present your question if called upon



Chance of six on a 
roll of one die

Chance of at least 
one six on four rolls

Chance of a double-
six on a roll of two 

die 
Chance of at least 

one double-six on 24 
rolls of two dice

1

6

4 ⇤ 1

6
=

4

6
=

2

3

24 ⇤ 1

36
=

24

36
=

2

3

1

36

de Méré’s error

needed to  
multiply rather 

than add 
probabilities

P (A \B) = P (A) ⇤ P (B)

P (A \B) = P (A) ⇤ P (B)



Blaise Pascal

Pascal’s solution to de Méré’s first problem: 
Chance of at least one six on four rolls



Blaise Pascal

Pascal’s solution to de Méré’s  
second problem: 

Chance of at least one double-six on 24 
rolls of two dice



Another example: The Birthday Problem

P (birthdayA = birthdayB) =
1

365
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P (birthdayA 6= birthdayB) = 1� 1

365
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P (no matches for birthdayA in n people) = (1� 1

365
)n�1
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expected number of people with no match = n ⇤ (1� 1

365
)n�1
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expected number of people with a match = n� n ⇤ (1� 1

365
)n�1
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Probability distributions

• A probability distribution describes the probability of any 
score occurring 

• Example: binomial distribution 
• Probability of k successes out of n trials, when 

probability of success on a single trial is p 
• in R: dbinom(k,n,p)

P (k;n, p) = P (X = k) =

✓
n

k

◆
pk(1� p)n�k



Example

• On Jan 20 2018, Steph Curry 
hit only 2 out of 4 free throws 
vs. Houston 

• How likely is this, given that 
his overall percentage is 
91%? 
• k=2 
• n=4 
• p=0.91

P (k;n, p) = P (X = k) =

✓
n

k

◆
pk(1� p)n�k



P (k;n, p) = P (X = k) =

✓
n

k

◆
pk(1� p)n�k

“n choose k” - how many ways are there to 
choose k items out of n possibilities? 

✓
n

k

◆
=

n!

(n� k)!k!

“n factorial”

n! = n ⇤ (n� 1) ⇤ (n� 2) ⇤ ... ⇤ 3 ⇤ 2 ⇤ 1



✓
n

k

◆
=

n!

(n� k)!k!

✓
4

2

◆
=

4 ⇤ 3 ⇤ 2 ⇤ 1
(4� 2)!2!

=
24

2 ⇤ 2 = 6



Example: Steph Curry’s free throws

P (k;n, p) = P (X = k) =

✓
n

k

◆
pk(1� p)n�k

P (2; 4, 0.91) = P (X = 2) =

✓
4

2

◆
0.912(1� 0.91)4�2

P (2; 4, 0.91) = P (X = 2) = 6 ⇤ 0.912(0.09)2 = 0.040



pFreeThrows=dbinom(seq(0,4),4,0.91)
data.frame(numSuccesses=seq(0,4),
          probability=pFreeThrows)

numSuccesses probability

0 0.00006561

1 0.00265356

2 0.04024566

3 0.27128556

4 0.68574961



Computing tail probabilities

• What is the probability of 2 or fewer successes on 10 
throws?

P(k≤2)=6e-5 + .002 + .040 = .043  



Computing tail probabilities using the cumulative

P(k≤2)= pbinom(2,4,0.91) = .043  



Summary

• Probabilities are numbers between zero and one that 
express the likelihood of some event 

• We can compute probabilities from data or from theory 
• Probability distributions describe the likelihood of various 

outcomes


